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Resumo. Este trabalho compara abordagens tradicionais e modernas na previsao do INPC, utili-
zando um modelo SARIMAX (ARIMA(1,1,1)) e quatro modelos de machine learning (Ridge Regres-
sion, SVR, Random Forest e Gradient Boosting). Os dados foram coletados do IBGE, processados
preservando a ordem cronoldgica e divididos em conjuntos de treino e teste. Os modelos de ML
tiveram seus hiperparametros otimizados por busca estocastica e suas previsdes foram avaliadas
com base em métricas como R, RMSE, MAE e MAPE, agregadas a partir de multiplas execucbes.
Os resultados indicam que, tanto o SARIMAX quanto os modelos de ML fornecem previsdes con-
sistentes, embora os modelos de ML. demonstram maior capacidade de captar relagoes nao lineares
e interagoes complexas, resultando em ganhos preditivos. Assim, a integragao dessas abordagens
oferece importantes subsidios para a formulagao de politicas econdmicas.
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1 Introducao

A previsao de inflacdo é essencial para a formulagdo de politicas econémicas, sobretudo em
economias emergentes como a brasileira, onde o regime de metas adotado em 1999 reforgou a cre-
dibilidade do Banco Central e estimulou o desenvolvimento de modelos preditivos mais sofisticados
[9]. Tradicionalmente, empregavam-se ARIMA e variantes da curva de Phillips, mas o advento de
big data e Machine Learning permite hoje explorar dados de alta frequéncia e relagoes nao lineares,
oferecendo previsdes mais ricas e proativas.

Neste trabalho, comparamos a projecao do INPC feita por um ARIMA deterministico com
quatro modelos de ML — Ridge Regression, Support Vector Regression (SVR), Random Forest e
Gradient Boosting. Enquanto o ARIMA entrega um tnico resultado, os métodos de ML geram
variagoes a cada seed, o que nos permite avaliar se eles capturam de forma mais precisa a dindmica
dos precos desagregados.

A escolha dessas técnicas baseia-se em estudos que indicam desempenho competitivo de Ridge
e SVR frente a benchmarks tradicionais [3, 7], e na capacidade de Random Forest e Gradient
Boosting de modelar interagoes complexas [2]. A avaliagdo envolve métricas de R?, RMSE, MAE
e MAPE, além de anélise de residuos, importancia de variaveis e curvas de aprendizado, com o
objetivo de verificar se os modelos de ML superam ou igualam o ARIMA na previsdo do INPC.
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2 Revisao Sistematica

A previsao de inflagdo ¢ um tema central na literatura macroeconémica devido a sua relevancia
para a formulacao de politicas monetarias e & manutencao da estabilidade econémica. Tradici-
onalmente, modelos autorregressivos e a estimacao da curva de Phillips foram empregados para
identificar os determinantes da inflagdo, mas tais abordagens costumam tratar o indice de pregos
como um agregado unico, o que pode ocultar a heterogeneidade entre seus componentes. A decom-
posi¢ao do indice em categorias — como bens comercializéveis, nao comercializaveis e monitorados
— permite revelar dindmicas distintas entre os segmentos, conforme demonstrado por Martinez e
S. Cerqueira [9] e Carrara e Correa [5].

Simultaneamente, o avango das técnicas de aprendizado de méaquina tem possibilitado a utili-
zacao de grandes conjuntos de dados e a captura de relagoes nao lineares entre varidveis macroe-
condmicas. Estudos recentes indicam que métodos como Ridge Regression, SVR, Random Forest
e Gradient Boosting apresentam ganhos preditivos relevantes quando aplicados a dados desagre-
gados, pois a variabilidade dos resultados — obtida por miltiplas execucoes com diferentes seeds
— permite uma avaliacao da robustez que nao é possivel com abordagens deterministicas, como os
modelos ARIMA.

Adicionalmente, a utilizagdo de um grande ntimero de preditores, frequentemente extraidos
por meio de modelos fatoriais, tem sido associada a um aumento significativo na precisao das
previsdes, conforme aponta Stock e Watson [10]. Contribui¢des empiricas do CNMAC reforgam
essa abordagem, com Correa e Capelato [6], onde investigam o regime de metas de inflagdo no
Brasil por meio de modelos VAR e anéilise de fungoes impulso-resposta, enquanto Capelato e
Correa [4] analisam o equilibrio macroecondmico utilizando sistemas de equages em diferencas.
Por fim, Zaniol e Moraes [11] apresentam uma abordagem que integra wavelets e redes neurais
para a previsao da inflagao, demonstrando que a extragdo de nicleos inflacionarios pode oferecer
ganhos preditivos significativos em comparagao com métodos tradicionais.

Em suma, a literatura evidencia que, embora os métodos tradicionais fornecam previsdes con-
sistentes e interpretéveis, as técnicas modernas de machine learning, aliadas & utilizacao de dados
desagregados, apresentam grande potencial para captar a complexidade do comportamento dos
pregos. Essa convergéncia metodologica, que combina a robustez dos modelos classicos com a fle-
xibilidade dos métodos nao lineares, fundamenta a adogao de estratégias mistas para aprimorar a
previsao inflacionéria e, consequentemente, a formulacao de politicas economicas.

3 Metodologia

Esta secao descreve de forma sucinta os procedimentos adotados para a previsao do INPC,
utilizando o modelo ARIMA deterministico e quatro modelos de Machine Learning. Aborda-se a
coleta e o pré-processamento dos dados, a configuragao experimental, a especificacao dos modelos,
a avaliacdo de desempenho e a comparacao entre as abordagens.

3.1 Coleta e Pré-processamento dos Dados

A base de dados foi composta por informagoes de indicadores econémicos e do INPC, obtidas
de fontes oficiais do IBGE [8|. Inicialmente, os registros foram filtrados a partir de 1° de agosto
de 1999, data a partir da qual o regime de metas para a inflagdo foi implementado no Brasil [9].
Observou-se que as informacgoes setoriais do INPC passaram a ser coletadas de forma completa
somente a partir dessa data. Para os modelos de machine learning, os inputs foram normalizados
utilizando o StandardScaler, enquanto que para o modelo ARIMA as varidveis exogenas foram
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mantidas em sua forma original (apenas convertidas para float), preservando assim as relagoes
estruturais dos dados.

3.2 Divisao dos Dados e Configuracao Experimental

A divisdo dos dados foi feita em 80% para treino e 20% para teste, preservando a ordem
cronologica da série para evitar vazamento de informagcao [10]. Os modelos de ML utilizaram a
versao escalonada dos dados, enquanto o ARIMA foi ajustado com os dados originais.

3.3 Especificacao dos Modelos

Para a abordagem deterministica, foi utilizado um modelo SARIMAX (ARIMA com exdgenas)
de ordem (1,1, 1), conforme sugerido por [1] e evidenciado em estudos do CNMAC [4, 6]. J4 os
modelos de Machine Learning escolhidos foram:

Ridge Regression: regressao linear com regularizagao L2 para reduzir a varidncia em alta
dimensionalidade.

Support Vector Regression (SVR): utiliza o kernel RBF para capturar relagoes nao lineares
entre preditores e INPC.

Random Forest: método ensemble baseado em arvores de decisao que modela interagoes com-
plexas.

Gradient Boosting: constréoi o modelo sequencialmente, corrigindo erros dos modelos anteriores
para capturar variagoes locais na série.

Os hiperparametros dos modelos de ML foram otimizados via busca estocéstica, e os resultados

foram avaliados em multiplas execugoes (diferentes seeds) para quantificar a robustez dos métodos
[11].

3.4 Avaliagcao do Desempenho e Comparacao

Os modelos foram avaliados com base em:

e R?: Métrica da variancia explicada pelo modelo.

¢ RMSE: RMSE =

1 n
MAE: MAE = =5 |y, — 4.
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e MAPE: MAPE = 00% Z

n :
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Adicionalmente, foram realizadas analises dos residuos, da importancia dos preditores (usando
atributos internos ou permutacao) e das curvas de aprendizado. A comparagio entre o ARIMA
e os modelos de ML baseou-se na comparagao direta dessas métricas e na analise dos intervalos
de confianca dos resultados dos modelos de ML (média + 2 desvios padrdes), evidenciando a
consisténcia do ARIMA versus a variabilidade dos métodos de ML.
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3.5 Ambiente de Implementacao

As analises foram implementadas em Python, utilizando as bibliotecas Pandas e NumPy para
manipulagao de dados, Matplotlib e Seaborn para visualizagoes, scikit-learn para modelagem
de ML e statsmodels para o ajuste do modelo ARIMA [7]. Utilizou-se o sistema computacional
dotado de um processador Intel(R) Core(TM) i7-11800H e 32GB de memoria RAM. O ambiente
operacional adotado foi o Windows 11.

4 Resultados e Discussao dos Resultados

Nesta se¢ao, sao apresentados e discutidos os resultados obtidos na previsao do INPC utilizando
o modelo ARIMA deterministico e os quatro modelos de Machine Learning (ML). As métricas de
desempenho foram calculadas para os conjuntos de treino e teste, com os resultados dos modelos
de ML avaliados a partir de miltiplas execugoes (diferentes seeds), enquanto o ARIMA apresenta
resultados deterministicos. A comparacao foi realizada por meio de métricas quantitativas (R2,
RMSE, MAE e MAPE) e analises graficas complementares.

A Tabela la resume os valores médios de R?, para 30 execucdes, dos modelos de ML, que foram
comparados com o R? fixo do modelo ARIMA. Observa-se que os modelos Ridge Regression e SVR
obtiveram valores de R? proximos de 0.97, superando ligeiramente o benchmark ARIMA (0.9636).
Por outro lado, Random Forest e Gradient Boosting apresentaram R? consideravelmente menores,
em torno de 0.66 e 0.83, respectivamente. A Tabela 1b apresenta os melhores hiperparametros, as
métricas de desempenho no conjunto de teste e a seed que obteve o melhor resultado para cada
modelo de ML.

Tabela 1: Comparagao geral dos modelos

(a) R? entre ML ¢ ARIMA (b) Conjunto de teste (incluindo ARIMA)
Modelo R? Desvio Padrao Modelo Test R? Test RMSE Test MAE Best Seed
Ridge Regression 0.9668 0.0000 Ridge Regression 0.9668 0.0818 0.0634 10016
SVR 0.9667 0.0006 SVR 0.9679 0.0803 0.0592 10027
Random Forest 0.6563 0.0025 Random Forest 0.6573 0.2626 0.1731 10003
Gradient Boosting 0.8308 0.0013 Gradient Boosting 0.8332 0.1832 0.1169 10028
ARIMA 0.9636 —* SARIMAX(1,1,1) 0.9636 0.0856 0.0673 —*
*Deterministico.

Os graficos complementares reforcam os achados quantitativos. O grafico dos residuos (Fi-
gura 1) mostra a dispersao dos erros no conjunto de teste para os modelos de ML, evidenciando
a auséncia de padroes sistematicos e um ajuste adequado. A curva de aprendizado (Figura 2)
ilustra a evolucdo do R? conforme aumenta o nimero de amostras de treino, permitindo identi-
ficar a capacidade de generalizagdo dos modelos e potenciais sinais de overfitting. Ja a predigao
do modelo ARIMA (Figura 3a) é comparada com a série real do INPC, servindo de benchmark
para a avaliagdo dos métodos de ML. Por fim, a andlise de importancia das variaveis (Figura 3b)
evidencia, no caso da Ridge Regression, quais preditores mais influenciam a previsao, utilizando
tanto os atributos internos quanto a técnica de permutacao.

A comparagdo estatistica entre o ARIMA e os modelos de ML foi realizada considerando os
intervalos de confianga dos resultados de ML (calculados como a média + 2 vezes o desvio padrao
a partir de multiplas execugoes) em relagio aos resultados deterministicos do ARIMA. Essa abor-
dagem permite avaliar a robustez dos métodos e identificar se ha ganhos preditivos nos modelos
de ML. Além disso, os dois modelos nao obtiveram diferencas significativas entre os tempos de
execugao.
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Gréfico dos Residuos - Ridge Regression (Teste)

Gréfico dos Residuos - Gradient Boosting (Teste)
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Figura 1: Gréafico dos residuos (conjunto de teste) para os modelos de ML. Fonte: elaboragao

propria.
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Figura 2: Curva de aprendizado para os modelos de ML. Fonte: elaboragao propria.
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Importancia das Variaveis - Ridge Regression
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Figura 3: a) Predi¢ao do modelo ARIMA versus INPC real (conjunto de teste). b) Importancia
das variaveis para o modelo Ridge Regression. Fonte: elaboragao prépria.

Em sintese, os resultados indicam que os modelos Ridge Regression e SVR apresentam desem-
penho preditivo robusto, com valores de R? préximos de 0.97, superando ligeiramente o ARIMA.
Por outro lado, os modelos Random Forest e Gradient Boosting nao atingiram o mesmo nivel de
acuracia, possivelmente devido & sensibilidade a variagoes dos dados. A anélise dos residuos e das
curvas de aprendizado confirma que os modelos de ML, ao explorar relagbes nao lineares e a alta
dimensionalidade dos dados, podem oferecer vantagens preditivas importantes em comparagao com
o modelo ARIMA deterministico.

5 Conclusao

Este trabalho comparou o desempenho preditivo do INPC utilizando abordagens tradicionais e
modernas. A analise empirica demonstrou que os modelos de machine learning — especificamente
Ridge Regression, SVR, Random Forest e Gradient Boosting — apresentam resultados robustos,
com alta capacidade de ajuste aos dados histéricos e, em alguns casos, superam a abordagem deter-
ministica baseada no modelo ARIMA (SARIMAX (1,1,1)). Embora o ARIMA fornega previsoes
consistentes e deterministicas, os modelos de ML revelam ganhos preditivos quando avaliados por
métricas como R?, RMSE, MAE e MAPE, especialmente ao explorar a variabilidade dos dados
por meio de multiplas execugdes com diferentes seeds [3].

A analise dos residuos, a avaliagdo da importancia das varidveis e as curvas de aprendizado
indicam que os modelos de ML sao capazes de captar relagoes nao lineares e interacées complexas
entre os preditores, aspectos que nao sdo plenamente capturados pelo ARIMA. Essa vantagem
torna os métodos de ML particularmente adequados para cenarios com alta dimensionalidade e
complexidade dos dados, caracteristica inerente ao comportamento do INPC.

Os resultados indicam que, embora o ARIMA seja um bom benchmark, técnicas de machine
learning podem aumentar a precisdo das previsoes inflacionédrias. A combinagdo desses métodos
aprofunda a compreensao dos mecanismos da inflagao e auxilia na formulagao de politicas econo-
micas. Futuros estudos podem explorar integragoes entre ARIMA e ML, além da inclusdo de novos
preditores e técnicas de agregacao para aprimorar a acuricia dos modelos.
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