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A tarefa de segmentagao de imagens médicas pode ser realizada de maneira inteiramente auto-
matica, ou alternativamente, por meio de mecanismos interativos [3]. Na abordagem automatica, o
modelo é projetado para interpretar os dados da imagem de forma independente, agrupando pixels
com base em critérios de similaridade, como proximidade espacial ou intensidade de cores. Esses
métodos fazem uso de algoritmos capazes de detectar padroes ou caracteristicas-alvo especificas,
aplicando fungdes matemaéticas que analisam gradientes, bordas, texturas, ou outras caracteristicas
que possibilitam distinguir as regioes da imagem.

As chamadas Redes Neurais Totalmente Convolucionais (do inglés, Fully Neural Networks —
FCNs) tém se mostrado uma abordagem efetiva em aplicagbes envolvendo a segmentagao semantica
de imagens médicas. Ao eliminar a necessidade de camadas densamente conectadas, as redes FCNs
permitem o mapeamento direto dos pixels de entrada para a particao de saida, oferecendo maior
eficiéncia em comparacao com outras arquiteturas de Redes Neurais Convolucionais [1]. As FCNs
tem sido amplamente empregadas para diferentes fins, incluindo sensoriamento remoto e analise
biomédica, e a evolucao dessas redes tem levado ao desenvolvimento de modelos mais refinados,
como a rede U-Net [2], projetada para segmentacao biomédica, e a DeepLabv3+ [2], desenvolvida
para tarefas gerais de segmentagao seméantica, incorporando convolugoes para melhorar a captagao
de diferentes niveis de contexto.

Considerando a importancia das FCNs no contexto de segmentagao, este estudo investigou o
desempenho de diferentes arquiteturas FCNs aplicadas & segmentacao seméntica de imagens médi-
cas. Para esse proposito, foi empregada a base de dados Lung Segmentation [4], e analisadas trés
arquiteturas: a U-Net, a rede DeepLabv3+, e uma FCN genérica, constituida por uma arquitetura
em U, filtros de convolugoes e operagoes de max pooling no processo de encoder, e convolugoes
transpostas no processo de decoder. Além disso, a referida rede contou com 512 filtros convolu-
cionais em sua camada mais profunda, com intuito de comparar sua performance em termos de
acuracia e eficiéncia computacional em um contexto de segmentagao binaria. A topologia imple-
mentada nas trés redes é similar: todas utilizam as fungoes de ativacdo ReLU em suas camadas
convolucionais, e por se tratar de um problema binario, a funcao Sigmoid em suas camadas de
saida, com o diferencial que a DeepLabv3+ conta também com o médulo Atrous Spatial Pyramid
Pooling (ASPP) [2] para capturar informagbes em miltiplas escalas via convolugoes dilatadas.

A metodologia adotada consistiu no treinamento integral das redes descritas acima, sem a
utilizacao de pesos pré-treinados, utilizando o mesmo conjunto de 704 imagens de raio-X disponiveis
na base Lung Segmentation com suas respectivas méascaras binarias de referéncia. As imagens e
méscaras foram redimensionadas para a resolugao de 256 x256 pixels e, para a divisao do conjunto
de dados, adotou-se 80% das amostras para o treinamento e 20% para a validagao.

Ithiago.faccio@unesp.br
2wallace.casaca@unesp.br

010026-1 © 2026 SBMAC



Proceeding Series of the Brazilian Society of Computational and Applied Mathematics. v. 12, n. 1, 2026.

A Tabela 1 apresenta as métricas de avaliagdo, acuracia, perda (loss), e tempo de processa-
mento por época de treinamento para as trés arquiteturas implementadas apds 40 épocas. Sob
a perspectiva quantitativa, os resultados demonstraram que a arquitetura U-Net atingiu a maior
acuracia média. Por outro lado, as redes DeepLabv3+ e FCN genérica, embora apresentando men-
suragoes menores que a U-Net, mantiveram escores competitivos, destacando-se especialmente pelo
desempenho computacional superior, particularmente da FCN genérica, que demonstrou melhor
performance de processamento em comparacao com as demais arquiteturas treinadas.

Tabela 1: Métricas de avaliagao. Valores em negritos indicam os melhores escores.
Arquitetura Acuracia  Perda  Tempo p/Epoca

FCN Genérica 0.9721 0.0735 73s
DeepLabv3+ 0.9791 0.0896 258s
U-Net 0.9809 0.0520 320s

Este estudo realizou uma anélise comparativa entre diferentes arquiteturas de redes neurais
totalmente convolucionais para segmentacao de imagens médicas de raio-x. Enquanto a U-Net se
mostra ideal para cenarios que exigem alta precisdo, a FCN de implementagao propria se destacou
pela melhor eficiéncia computacional, sendo 1til em contextos onde o tempo de inferéncia é um fator
critico. Além disso, por nao depender de skip connections, a FCN genérica nao so foi mais rapida
como conseguiu sobrepor as varidveis de convolugoes anteriores, demandando menos alocagao de
memoria durante o treinamento. A DeepLabv3+ por sua vez, ofereceu uma solucdo intermediaria,
equilibrando qualidade e custo computacional. Os resultados obtidos reforgam a relevancia das
redes totalmente convolucionais na segmentagao de imagens médicas, destacando a necessidade de
um equilibrio entre precisao, eficiéncia computacional e viabilidade pratica conforme as exigéncias
de cada aplicagao.
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