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In petroleum exploration research, a primary objective is to efficiently assess whether a petroleum
reservoir exists in a particular region using minimal resources. Given the significant costs and la-
bor involved in drilling exploration wells, it is imperative to seek ways to minimize these efforts by
predicting as much as possible about the properties of sediment layers and reservoirs in the target
area.

Seismic inversion is a technique used in geophysics and petroleum exploration to estimate
the properties of subsurface rock formations based on seismic data. Seismic data are collected
by sending acoustic waves into the earth and recording the reflections that bounce back. These
reflections provide information about the various layers of rock underground.

Seismic reflections can be modelled by the convolution of the reflection coefficients and the
seismic wavelet as follows:

d(t, θ) = w(t, θ) ∗ r(t, θ) (1)

where d(t, θ) is the reflection seismic response, w(t, θ) is the seismic wavelet, meaning, the energy
pulse that is sent into the subsurface during data acquisition and r(t, θ) is the reflection coefficients,
i.e., the coefficients that indicate the magnitude of the energy being reflected in relation to the
incident energy, and it varies according to the elastic properties of the different layers in the
subsurface. This model is based on the time variable of the wave propagation and the incidence
angle.

Usually, the first step in the seismic inversion is to perform an inversion to obtain the elastic
properties of the rock layers. Once a good estimate of these rock properties is obtained, a second
step is performed in order to obtain rock physics models, allowing to recover information such as
porosity or fluid saturation from elastic properties; see for instance [1] and references therein.

In this work, we study rock physics models to estimate porosity based on elastic properties:
velocities vp and vs and density ρ of the different geological layers. The models are derived from a
dataset provided by ANP (Brazilian National Agency of Petroleum) of real wells from Buzios oil
field.
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Four different rock physics models to predict porosity are considered in our work. First, a
simple linear regression. Next, two models are derived using a similar strategy: initially a clustering
method, either K-Means or Gaussian Mixtures Model is used to separate vp, vs and ρ data into
a different number of clusters, then a linear regression is applied in each cluster. Finally, we use
a supervised machine learning method called Light Gradient Boosting Machine (LightGBM, for
short); [2]. The LightGBM is based on decision trees and is proposed to handle datasets with large
scale. It uses novel techniques to reduce the feature’s dimension in order to increase its efficiency,
and has been previously applied to predict porosity [3].

We present a comparison of the different methods using a cross validation test. More precisely,
the models are trained on subsets of the wells’ data, while one well is used only to test the
corresponding derived model. Prediction errors are calculated considering different combinations
of training and testing wells.

Additionally, to evaluate the robustness of our methods, we introduce varying levels of noise into
the test data. We conduct comparisons by replicating a well and introducing different independent
noise sources, thereby expanding our sample for comparison.

Quantitative and qualitative assessments are employed for comparison. Quantitatively, we use
the mean squared error measure, while qualitatively, we examine graphs. It’s worth noting that a
method could potentially reduce the error metric by converging to a simple average of the expected
porosity.

Our preliminary findings, based on a subset of five wells, indicate that both the K-means
and LightGBM algorithms perform better than the other models in the noiseless experiments.
However, as we introduce Gaussian noise with increasing amplitudes, LightGBM demonstrates a
more resilient inversion capability, followed by simple linear regression as the next best performer.
The Gaussian mixture model consistently yields the poorest results across all noise levels.

Qualitatively, all inversion methods seem to approximate the curves well, rather than aiming
for a mean approximation.
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