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Value alignment, one of the Artificial Intelligence (AI) Alignment problems, pertains to ensuring
that AI systems adhere to human values. These intricate problems lack definitive solutions, and
significant research has been conducted to address it [3]. Nevertheless, substantial progress is still
required to effectively tackle the AI Alignment problems. Current trajectories in AI development,
particularly in the realm of Deep Learning and RLHF [4], pose significant existential risks due to
potential misalignments in AI objectives and human values.

In the present study, our objective is to address the AI value alignment problem through the
utilization of Inverse Reinforcement Learning (IRL) [1]. The central idea revolves around employing
the IRL framework to acquire a reward function from an expert who exhibits behaviour consistent
with human values. Subsequently, the AI system will mimic the expert’s actions, thereby aligning
its behaviour with human values in a verifiable way [2].

Definition 1: [MDP] Let S be a finite set of states, S0 be a distribution over initial states, A
a set of actions, T : S×A → P(S) a transition probability distribution, γ ∈ [0, 1] a discount factor
and R : S × A → R a reward function. M := (S,A, T, S0, γ, R) is a Markov Decision Process and
M\R = (S,A, T, S0, γ) is said to be the environment.

Definition 2: [Policy] Given an MDP M , a (stochastic) policy π : S → P(A) is a probability
distribution over the next action choice given the current state.

Definition 3: [State-action value] Given an MDP M and a policy π, the state-action value
function Qπ

R : S ×A → R is given by

Qπ
R(s, a) = Eπ

[ ∞∑
t=0

γtR(st, π(st)) | s0 = s, a0 = a

]
. (1)

Definition 4: [Optimality] The optimal policy π∗ satisfies Qπ∗

R (s, a) = sup
π

Qπ
R(s, a), ∀(s, a) ∈

S × A. Solving an MDP consists of learning an optimal policy, and a way to do that online is
Reinforcement Learning.

Definition 5: [IRL] Assume that there is an agent called learner and another agent called ex-
pert behaving according to an underlying policy πE , which may not be known. Let an MDP M\RE

model the expert behaviour. Let D = {⟨(s0, a0), (s1, a1), ..., (sj , aj)⟩1, ⟨(s0, a0), (s1, a1), ..., (sj , aj)⟩2,
..., ⟨(s0, a0), (s1, a1), ..., (sj , aj)⟩N} be the set of demonstrated trajectories, all of them perfectly ob-
served. Then, determine R̂E that best explains either policy πE if given or the observed behaviour
in the form of demonstrated trajectories.
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Definition 6: [ϵ-value alignment] Let M := (S,A, T, S0, γ, R) be the MDP that models the
sequential decision-making of an agent. A policy π′ is said to be ϵ-value aligned in environment
M\R if and only if

Q∗
R(s, a)−Qπ′

R (s, a) ≤ ϵ,∀(s, a) ∈ S ×A (2)
Exact value alignment is achieved when ϵ = 0.

Definition 7: [OPT] Given an agent behaving as MDP M , OPT (R) = {π | π(a | s) > 0 =⇒
a ∈ argmax

a
Q∗

R(s, a)} is defined as the set of all optimal policies.

Corollary 1: Exact value alignment between expert and learner in environment E is achieved
if OPT (R′) ⊆ OPT (R).

Definition 8: [CRS] In environment E, the consistent reward set of a policy π is defined as
CRS(π) = {R | π ∈ OPT (R)}, which is the set of reward functions under which π is optimal.

Theorem 1: Efficient exact value alignment verification is possible in the following query
settings: 1) Query access to reward function weights w′; 2) Query access to samples of the re-
ward function R′(s); 3) Query access to V ∗

R′(s) and Q∗
R′(s, a); 4) Query access to preference over

trajectories.

Definition 9: [ARS] The aligned reward set is defined as ARS(R) = {R′ | OPT (R′) ⊆
OPT (R)}.

Theorem 2: Assuming R(s) = wTϕ(s) and R′(s) = w′Tϕ(s), where ϕ(s) ∈ Rk, and given an
optimal policy π∗

R under R then

w′ ∈
⋂

(s,a,b)∈O

HR
s,a,b =⇒ R′ ∈ ARS(R) (3)

where HR
s,a,b = {w | wT (Φ

(s,a)
π − Φ

(s,b)
π ) > 0} and O = {(s, a, b) | s ∈ S, a ∈ A(s), b /∈ A(s)}.

Theorem 2 provides sufficient condition for verifying exact value alignment.
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